
Finite-time time dynamical phase transition in entropy production rate?
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Recently, finite-time dynamical transitions have become a focus of growing interest in both, classical sta-
tistical mechanics and in quantum systems. The present master project is concerned with the occurrence, and
associated thermodynamic signatures, of finite-time time dynamical phase transitions in nonequilibrium clas-
sical systems under an external drive. Specifically, we will consider two paradigmatic model systems, namely
a one-dimensional random walk with asymmetric rates, and a driven colloidal particle on a periodic potential.
A key quantity of the investigations will be the time-dependent entropy production rate and its fluctuations.
The project combines various concepts from non-equilibrium statistical physics including theory of stochastic
processes, stochastic thermodynamics, and large deviation theory. The actual investigations involve analytical
calculations based on stochastic differential equations and discrete Master equations, as well as corresponding
numerical methods (stochastic simulations).

I. BACKGROUND

The analysis of entropy production has become a major theme of modern nonequilibrium statistical mechanics. Entropy
production determines the irreversibility of a given process and thus provides a measure of how much a system departs from
equilibrium. Within the theory of Stochastic Thermodynamics [5–7], thermodynamic observables, including entropy production,
are fluctuating quantities with an associated probability distribution.

Entropy production is often studied in so-called nonequilibrium steady states. Similarly to steady states at equilibrium,
nonequilibrium steady states are time-independent, but they have an associated finite entropy production rate

σ(t) =
Σ(t)

t
, (1)

where Σ denotes the total (accumulated) entropy production and t denotes time. Although σ is a random variable in nonequilib-
rium steady states, it converges to a deterministic average value

lim
t→∞σ(t) = ⟨σ⟩ , (2)

due to the law of large numbers. In other words, at long times, the fluctuations of σ(t) become less and less important. However,
at finite but large time, fluctuations of σ may still occur, due to extreme, but very unlikely events.

The probabilities for such extreme events typically scale exponentially in time [8] and one has for the probability distribution
P(σ),

P(σ)∝ e−tI(σ) , (3)

where I(σ) denotes the so-called rate function. The rate function I(σ) quantifies the probability of exponentially unlikely,
extreme events, thus generalising the central limit theorem.

The properties of the rate function away from the average value ⟨σ⟩, where I(⟨σ⟩) = 0, teach us a lot about the extreme
behaviour of a system. For this reason, the rate function of entropy production is frequently studied for nonequilibrium systems.
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Figure 1. The two systems studied. (a) The asymmetric random walk of a particle
on a discrete lattice with forward rate k+ and backward rate k�. Unequal rates
can be interpreted as an e↵ective driving force f = ln(k+/k�). (b) The continuous
analog is a particle moving in a periodic ring potential V (x) and driven by a
force f .

Experimental tests of this relation have been performed for a variety of systems, e.g., a
single trapped colloidal particle [5, 6] and a mechanical oscillator [7]. Other large deviation
functions also play an important role for the study of non-equilibrium systems [8]–[11].

We study two paradigmatic models for driven systems sketched in figure 1: the
asymmetric random walk on a discrete lattice and Brownian motion of a colloidal
particle in a one-dimensional periodic potential. The latter system has been studied
extensively in the context of the fluctuation-dissipation theorem [12]–[16]. In order to
obtain explicit expressions for equation (1), two main approaches are discussed in the
literature (for a comprehensive review and references, see [17]). The first approach is the
Donsker–Varadhan theory, stating that the (scaled) cumulant generating function

↵(�) ⌘ lim
t!1

1

t
lnhe�smi (4)

is related to the LDF through the Fenchel–Legendre transformation

h(�) = sup
�

{�� � ↵(�)/hṡmi}. (5)

This method has been used previously to obtain the LDF for the two systems that we
study here: the asymmetric random walk [4] and the continuous periodic potential [18].
The second approach due to Freidlin and Wentzell [19] focuses on paths instead of the
cumulant generating function ↵(�). The probability of a path x(⌧) obeys a large deviation
principle

P [x(⌧)] ⇠ e�J [x(⌧)]/" (6)

in the limit of small noise "! 0. The large deviation function h(�) can then be obtained
from the optimal trajectory x⇤(⌧) minimizing J [x(⌧)] using the contraction principle.

The purpose of this work is twofold. First, we provide a detailed study comparing for
two specific models the two approaches to the calculation of the large deviation function.
Throughout the paper we consider the long-time limit t ! 1 as stated in equations (1)
and (4) at a fixed, not necessarily small, noise strength. While this goes beyond the
established regime of validity of the Freidlin–Wentzell route, our aim here is to study
the consequences of such an approach. The second purpose is to study the origin of a
particular feature of the LDF: the emergence of a ‘kink’ around zero entropy production,
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FIG. 1. Sketch of the models in the proposed study. (a) Discrete asymmetric random walk with transition rates k+ > k−. (b) Driven colloidal
particle on a continuous ring with forcing f and potential V(x). (Figure from Ref. [1])
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trajectories sm grows sublinearly, i.e., if !=0 has a high
probability density, then h!0" becomes small. Due to the
fluctuation theorem !6" and Eq. !5", "0!1 /2"=h!0" always
holds. Since the slope "0!!0"=−"0!!1"= #ṡm$ at #=0 and
#=1 is fixed by the mean entropy production rate, for small
"0!1 /2", i.e., for small h!0" the concave curve "0!#" must
become approximately flat. In Fig. 2, the ratio #ṡm$ /h!0" is
plotted together with the force curve fmax!v0" for which
#ṡm$ /h!0" becomes maximal for fixed v0. This curve indicat-
ing the strongest kink is of the order of the critical force
fc=v0. Hence, it seems that in this force regime the particle
disproportionately often stays at or departs sublinearly from
its initial position.

A similar kink in the large deviation function around
!=0 can be observed for the analytically solvable asymmet-
ric random walk. The asymmetric random walk is described

by two rates k+ and k− for a step forward and backward,
respectively. The entropy produced or annihilated in a single
jump is b% ln!k+ /k−" &21,22'. The random walker jumps n+

steps forward and n− steps backward. The probability to have
traveled n%n+−n− steps in the forward direction during a
time t is known analytically &23',

p!n,t" = In!2(k+k−t"!k+/k−"n/2e−!k++k−"t, !13"

where In!z" is the modified Bessel function of the first kind
of order n. For the entropy production sm=bn, the generating
function !3" becomes

g!#,t" % )
n=−$

$

e−#bnp!n,t" = e−!k++k−"t )
n=−$

$

In!z"!(k+/k−e−#b"n.

The sum can be evaluated using &24'

)
n=−$

$

In!z"cn = exp&!z/2"!c + c−1"' .

We thus obtain an exponentially decaying generating func-
tion g!# , t"=exp&−"0!#"t' with the single eigenvalue

"0!#" = k+!1 + e−b − e−#b − e−!1−#"b" !14"

obeying the symmetry "0!#"="0!1−#", as expected.1 The
curvature of the large deviation function h!!" at !=0 can
now be obtained analytically as

1The large deviation function for the entropy production of the
asymmetric random walk has been obtained previously somewhat
differently in Ref. &7'.
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FIG. 1. !Color online" Eigenvalue "0!#" !top row" and large deviation function h!!" !bottom row" for the entropy production versus the
force values f =0.05 !left", 4.05 !center", and 100 !right" for a potential depth v0=5. The ordinates are in units of the mean production rate
#ṡm$. For small and large forces, the large deviation function and therefore the eigenvalues are almost parabolic. The corresponding analytical
functions !12" are shown for comparison. The insets in the right panels show the enlarged regions around #=1 /2 and !=0, respectively.

0

5

10

15

20

25

30

35

40

ra
tio

maximum
critical force

1 2 3 4 5 6 7 8 9
f

1

2

3

4

5

6

7

8

9

v 0

FIG. 2. Ratio #ṡm$ /h!0" as a two-dimensional contour plot for
the parameters f and v0. The straight line is the critical force
f =v0. The thick line indicates the maximal value, i.e., it indicates
the parameter pair for which the kink at !=0 in Fig. 1 becomes the
most pronounced.
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this point G!v= v̄"=0, which can be deduced from Eq. !48".
Remarkably, although G!v" is a complicated nonlinear func-
tion of v, the difference G!v"−G!−v" is a simple linear func-
tion of v as required by the fluctuation theorem. Using the
expressions !48" and !49", it is straightforward to verify that

G!v" − G!− v" = !v , !55"

which in turns implies that the ratio of the probabilities to
observe v or −v for large t must obey

P! n
t = v"

P! n
t = − v" = e−!vt. !56"

From Eq. !55", and the fact that G!v" and "!#" are related by
a Legendre transform, we obtain a third formulation of the
fluctuation theorem

"!#" = "!− ! − #" . !57"

Near equilibrium, the large deviation function is well ap-
proximated by a half parabola when both v when v̄ are either
positive or negative. For v̄$0, this part of the large devia-
tion function becomes flatter and flatter, when going away
from equilibrium !i.e., for increasing entropy production". As
a result, the remaining part of the large deviation function for
v%0 must be linear G!v%0"#−!v, so that Eq. !55" is
obeyed. This linear part for v%0 and the half parabola for
v$0 can be seen in Fig. 8.

It is interesting to note the central role played by the
quantity ! defined initially as an effective potential, and
which now enters the three formulations of the fluctuation
theorem in Eqs. !55"–!57". Note that these equations were
obtained for arbitrary forms of the rates &a

! , &b
! , &a

", and
&b
". If we make a specific choice for these rates as in Eq. !8",
with no chemistry, i.e., for '(=0, we recover !=−f , and
then Eq. !57" reduces to "!f −#"="!#", which is indeed
compatible with Eq. !32" when there is no chemical variable
and no dependence on the rates on chemistry. If the rates are
those of Eq. !8" for '(!0, we obtain using Eq. !12", the
expression

P! n
t = v"

P! n
t = − v" = e$f−fst!'("%vt !for t → )" !58"

with the stalling force defined in Eq. !21", and related to !
by !=−f + fst!'(".

Note that an Einstein relation can be obtained near stall-
ing, by performing a Taylor expansion of the right-hand side
of Eq. !57" with respect to −!, in a way similar to what was
done in Eqs. !35" and !36" for the derivation of the Einstein
and Onsager relations. This procedure means that for f
# fst!'(",

v̄ #
1
2

$f − fst!'("%& "2"

"2#
&

0
, !59"

which shows that near the stalling force, the Einstein relation
holds in this description where the chemical variable is ab-
sent $30%.

B. Discussion

Note that Eq. !58" puts a constraint on the ratio of the
probabilities of observing a velocity v to the probability of
observing a velocity −v. These velocities should be esti-
mated from the ratio n / t based on an observation of the
motor running a distance n !or a distance −n ", after a time t.
This relation has been proven here in the limit of long time t,
but we expect that such a relation will also hold at finite time
t under some conditions, as suggested by our derivation of
the transient FT of Eq. !39". Such a relation at finite time was
also investigated in Ref. $28%.

Single molecule experiments on kinesin in which back-
ward steps were studied were performed in Refs. $19,40%. In
particular, it was shown in these references that ATP binding
was necessary for backward steps, and that the ratio of the
overall probability of making one forward step !whatever the
time" to the overall probability of making one backward step
!whatever the time" is an exponential function of the load,
which approaches one near the stalling force. It is important
to point out that this ratio which was measured experimen-
tally is not the same quantity as the left-hand side of Eq. !58"
although both quantities should be related. In view of this,
Eq. !58" should be considered as a prediction for the behav-
ior of single motors like kinesin, which to our knowledge has
not yet been tested experimentally. This suggests that it
would be very interesting to probe Eq. !58" experimentally,
by trying to compute directly the distributions P! n

t = * v" for
various times. At the same time, it would be also useful to
study more extensively the behavior of motors of various
types near stalling as function of the ATP concentration. No
notable difference could be measured in the stalling force at
an ATP concentration 1 mM or 10 (M in the experiments
of Ref. $19% on kinesin, although in principle according to
general grounds $16,38% one should expect that the behavior
of motors near stalling !and in particular the stalling force of
the motor itself" should depend on the ATP concentration and
more generally on the details of the chemical cycle of ATP
hydrolysis.
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FIG. 8. Large deviation function G!v", the solid line is the exact
expression using Eqs. !49" and !50" and the points are the numerical
evaluation of the Legendre transform using Eq. !48". For the values
of the rates used here, the average velocity, as given by Eq. !18", is
v̄#80: thus, the system is far from equilibrium. Note that G!v" is
minimum at v̄ and that G!v̄"=0.
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Figure 3. Post-quench evolution of scaled-cumulant generating function Λ(k, t) for β = 5/(4J) and βq = 1/(2J), with critical
time tQc /τ = ln(30 ≈ 1.0986 computed in Sec. 4.1.2 see (74). Arrows indicate changes in time. (a) Λ(k, t) for t/τ = 0.25 (blue),
0.5 (red), 1 (yellow), 1.5 (green), and ∞ (dotted). (b) Magnified view of the flat region in figure 3(a), including Λ(k, t) for
t/τ = 0.75 (orange). (c)–(d) Initial and final magnetisations q∗

k (0) and q∗
k (t) for t/τ = 0.25 (blue), 0.5 (red), 1 (orange), 1.25

(yellow), 2 (green), and ∞ [dotted, obtained from (61a)].

Figure 4. Post-quench evolution of rate function I(Q, t) for β = 5/(4J) and βq = 1/(2J), with critical time
tQc /τ = ln(3) ≈ 1.0986 computed in Sec. 4.1.2 see (74). Arrows indicate changes in time.
(a) I(Q, t) for t/τ = 0.25 (blue), 0.5 (red), 1 (orange), 2 (green) and ∞ (dotted). (b) Derivative ∂QI(Q, t) in small interval
around kink, including ∂QI(Q, t) for t/τ = 1.5 (yellow). (c)–(d) Initial and final magnetisations q∗

k∗ (0) and q∗
k∗ (t) for times

t/τ = 0.25 (blue), 0.5 (red), 1 (orange), 1.5 (green) and ∞ (dotted).

kmin =
β − βc

βq
, kmax =

βc − βq

βq
, (65)

which evaluate to kmin = 1/2 and kmax = 1 for the parameters of figure 3.
By the Legendre transform (42) of Λ(k, t), we obtain the rate function I(Q, t), shown in figure 4(a). At

the critical time tQc when Λ(k, t) starts developing the flat region, I(Q, t) acquires a kink around vanishing
Q. The location Q = 0 of the kink is determined by the vanishing slope of the flat k-interval in Λ(k, t). At the
kink, the derivative ∂QI(Q, t) attains a finite jump, centred at k0 (see figure 4(b)), whose magnitude, in turn,
corresponds to the width of the flat k-interval in Λ(k, t).

The minimum of the rate function represents the typical, average, amount of heat ⟨Q⟩ released from the
system into the environment. As time evolves, ⟨Q⟩ takes increasingly negative values, because the typical net
heat flow occurs from the environment into the spin system, increasing its temperature, β → βq. For t ≫ τ ,
⟨Q⟩ settles at a finite value, while the spins equilibrate with the environment. During this process, the value
I(0, t) of the rate function at the kink increases, which implies that the event Q = 0 becomes less typical,
i.e. less probable, at larger times.

Figures 4(c) and 4(d) show the (positive) initial and final magnetisations q∗
k∗(0) and q∗

k∗(t) as functions
of the heat Q they generate. As the critical time tQc is approached, both q∗

k∗(0) and q∗
k∗(t) develop a cusp at

Q = 0, the location of the kink in I(Q, t). The cusp is sharp and non-differentiable for t ! tQc , and arises
because the Legendre transform (42) contracts the finite, flat k-interval in figures 3(c) and 3(d) where
q∗
k (0) = q∗

k (t) = 0 to the single point Q = 0. Consequently, for t ! tQc , q∗
k∗(0) and q∗

k∗(t) vanish at Q = 0 but
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FIG. 2. Rate functions of entropy production in different models. (Left) Driven colloidal particle on a ring. (Figure from Ref. [2]). (Middle)
Molecular motor model. (Figure from Ref. [3]). (Right) Relaxation of Curie-Weiss model. The rate function is smooth at short times (blue,
red and orange) but develops a kink at longer times (green and black dashed). (Figure from [4]).

II. MODELS

We propose to study the rate function of entropy production in two models of nonequilibrium statistical mechanics, shown in
Fig. 1. In both cases, non-equilibrium is induced externally, e.g., by a constant force.

The first model [Fig. 1(a)] is an asymmetric random walk on a one-dimensional lattice, described by a discrete Master equa-
tion. In this model, a random walker may jump to the right at rate k+ and to left at rate k−, where k+ > k−. Due to the difference in
the transition rates, the random walker will, on average, move to the right. This average motion results in an average probability
flux, associated with a finite entropy production rate.

The second model [Fig. 1(b)] is a continuous model for a driven colloidal particle on a ring. The particle experiences a
periodic potential V(x), but is driven in one direction by a force f . Similar to the first model, the driving f results in an average
directed motion of the particle, and thus to a finite rate of entropy production.

The two models are intimately related: When the barriers of the periodic potential are large compared to the thermal energy,
one may approximate the continuous motion by a (discrete) one-dimensional random walk with asymmetric rates [9, 10].

III. ENTROPY PRODUCTION AT FINITE TIME

The rate function for the models given in Sec. II have been studied by different authors [1, 2, 11, 12]. An interesting feature
that has been noted is a remarkable kink in the rate function I(σ) at σ = 0 for weak noise or strong driving, see left panel in
Fig. 2. Similar kinks have also been observed in quite different models, e.g., in a model for a molecular model [3], see middle
panel in Fig. 2. The kink in the rate function has been interpreted as a dynamical phase transition [11].

Dynamical phase transitions describe abrupt changes of the dynamics of a system as an external control parameter (here the
entropy production) is altered. Dynamical phase transitions are nonequilibrium analogues of equilibrium phase transitions, and
they thus give important insights into dynamical properties of a system. They occur in both, classical and quantum systems
[13, 14].

Recently, a new class of dynamical phase transitions has been reported, so-called finite-time dynamical phase transitions [4,
15]. In contrast to conventional dynamical phase transitions, which occur in long-time rate functions obtained in nonequilibrium
steady states, finite-time dynamical phase transitions form at a finite time.

In Ref. [4] the authors analysed the heat release Q (proportional −Σ) of a mean field magnet model. They found a time-
dependent rate function I(Q,t) that has a similar kink as I(σ), see right panel of Fig. 2, at long (but finite) times, but that looks
smooth at short times.

The question that arises from this analogy is if perhaps the dynamical phase transition for the particle on a ring, or for the
asymmetric random walk, has also formed at finite time. If so, this would require a reinterpretation of the characterisation of the
dynamical phase transition. What is often done to characterise dynamical phase transitions is to simply see if the derivative of
the rate function changes continuously, or not. If if does, then the transition is said to be of second order, otherwise of first order.

Finite-time dynamical phase transitions, by contrast, allow the consistent definition of an order parameter, which changes
continuously at second-order transitions [4, 15].

In addition to exploring the thermodynamics, we will also investigate relations to changes in the actual dynamics, such as
transitions between diffusive and subdiffusive motion [9, 10].
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IV. METHODS

The project is requires the application of a variety of different tools from statistical mechanics. The candidate will learn about
methods as diverse as:

• stochastic differential equations

• discrete Master equations

• large deviation theory (the theory of rate events)

• instanton methods (optimal fluctuation theory)

• stochastic (Gillespie) simulations

All these methods have applications in a wide range of fields in- and outside of nonequilibrium statistical mechanics.

[1] T. Speck, A. Engel, and U. Seifert, J. Stat. Mech. Theory Exp. 2012, P12001 (2012).
[2] J. Mehl, T. Speck, and U. Seifert, Phys. Rev. E 78, 011123 (2008).
[3] D. Lacoste, A. W. C. Lau, and K. Mallick, Phys. Rev. E 78, 011915 (2008).
[4] J. Meibohm and M. Esposito, New J. Phys. 25, 23034 (2023).
[5] U. Seifert, Reports Prog. Phys. 75, 126001 (2012).
[6] C. den Broeck and M. Esposito, Phys. A Stat. Mech. its Appl. 418, 6 (2015).
[7] L. Peliti and S. Pigolotti, Stochastic Thermodynamics: An Introduction (Princeton University Press, 2021).
[8] H. Touchette, Phys. Rep. 478, 1 (2009).
[9] C. Emary, R. Gernert, and S. H. Klapp, Physical Review E 86, 061135 (2012).

[10] R. Gernert, C. Emary, and S. H. Klapp, Physical Review E 90, 062115 (2014).
[11] P. T. Nyawo and H. Touchette, Phys. Rev. E 94, 1 (2016).
[12] K. Proesmans and B. Derrida, J. Stat. Mech. Theory Exp. 2019, 23201 (2019).
[13] M. Heyl, Reports on Progress in Physics 81, 054001 (2018).
[14] L.-N. Wu, J. Nettersheim, J. Feß, A. Schnell, S. Burgardt, S. Hiebel, D. Adam, A. Eckardt, and A. Widera, arXiv preprint

arXiv:2208.05164 (2022).
[15] J. Meibohm and M. Esposito, Phys. Rev. Lett. 128, 110603 (2022).

https://doi.org/https://doi.org/10.1016/j.physrep.2009.05.002
https://doi.org/10.1103/PhysRevE.94.032101

	Finite-time time dynamical phase transition in entropy production rate?
	Abstract
	Background
	Models
	Entropy production at finite time
	Methods
	References


