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Abstract

A ground truth investigation on room acoustic perception needs an extensive amount of di-
verse stimuli. The stimuli set has to represent a wide range of the physical aspects of room
acoustics, as well as a variety of audio contents. Provided with anechoic audio material, bin-
aural synthesis of virtually modeled acoustical environments offers an effective way to create
such a set of stimuli. To ensure a diversity in the audio content of the stimuli, polyphonic
anechoic audio material is a necessity. Since such polyphonic audio material is scarce to the
scientific community and the recording of a polyphonic anechoic stimulus (i.e. orchestra or
choir) is highly elaborate, synthetic replication of recordings offer a substantially alleviating
measure to produce polyphonic anechoic audio material.
In this study, a broad set of binaural stimuli for audio contents speech, trumpet solo and
orchestra was created. The recordings of the string instruments of the polyphonic orchestra
stimulus were replicated using a novel segmentation track replication (STR) method with a
successive phase correction post-processing algorithm to reduce phasing artifacts to simulate
a string section sound. The variation of onset, pitch and sound level of the audio content ac-
cording to their respective distribution is based on a state-of-the-art string section simulation
method.
The STR method proposed here and four other track replication methods were tested for their
ability to simulate a recorded violin section. Test subjects (n = 23) rated the similarity be-
tween the replicated and recorded violin sections in a double-blind triple-stimulus with hidden
reference test. We found that the STR method offers similar results as the state-of-the-art
track replication methods and can successfully simulate string section sound better than with
a traditional chorus effect, in order to achieve a polyphonic anechoic orchestra stimulus.
This work also presents the experimental setup and automated procedure for a follow-up com-
prehensive study on the subjective qualities of room acoustics. A total of 70 room acoustical
environments were created, based on the earlier work of the audio communication group of
the Technical University Berlin. All virtual acoustical environments were simulated with cor-
rect instrument directivities, including spatial smoothing, pitch weighting and a diffuse-field
equalization of each directivity prior to the simulation.
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Zusammenfassung

Die experimentelle Untersuchung der raumakustischen Wahrnehmung benötigt eine umfan-
greiche Anzahl an Stimuli. Der Satz an Stimuli muss eine große Bandbreite an physikalischen
raumakustischen Eigenschaften, sowie auch eine Vielfalt an Audioinhalten repräsentieren.
Die Synthese von modellierten binauralen Raumimpulsantworten mit nachhallfreiem Audio-
material bietet eine effektive Methode, um einen solchen Stimulisatz herzustellen. Um die
Vielfältigkeit an Audioinhalten zu gewährleisten, benötigt man polyphones nachhallfreies
Audiomaterial. Dieses Material steht der wissenschaftlichen Gemeinschaft nur in geringen
Mengen zur Verfügung und der Aufwand, polyphone Quellen (z.B. ein Orchester oder Chor)
nachhallfrei aufzunehmen, ist außerordentlich groß. Die künstliche Vervielfältigung von Au-
dioaufnahmen stellt daher eine erhebliche Erleichterung für die Produktion von polyphonen
nachhallfreien Audiostimuli dar.
Ein breiter Satz an binauralen Stimuli für drei Audioinhalte (Sprache, Trompete als Soloin-
strument und Orchester) wurde im Zuge dieser Arbeit erzeugt. Die Simulation der Stre-
ichersektionen des polyphonen Orchesterstimulus wurde durch eine Vervielfältigung der Auf-
nahmen der Streichinstrumente mit einem neuartigen Segmentation Track Replication (STR)
Verfahren, sowie einem sukzessiven frequenzspezifischen Phasenkorrekturprozess erzielt, um
Kammfiltereffekten bei Addition der Tonspuren vorzubeugen. Die Veränderung des Onsets,
der Tonhöhe und der Lautstärke des Audioinhalts, basierend auf einer der neuesten Simula-
tionsmethode einer Streichsektion, erfolgt nach der jeweiligen statistischen Verteilung der drei
Größen.
Das STR Verfahren und vier weitere Vervielfältigungsverfahren von Audioaufnahmen wurden
nach ihrer Fähigkeit geprüft, eine aufgenommene Violinsektion zu simulieren. Versuchsper-
sonen (n = 23) haben die Ähnlichkeit zwischen künstlich vervielfältigten Violinsektionen und
einer aufgenommenen Violinsektion in einem ABC/HR Test bewertet. Die Ergebnisse zeigen,
dass das STR Verfahren qualitativ ähnliche Resultate zu den neuesten Vervielfältigungsver-
fahren erzielt und damit Streichersektionen besser simuliert werden können, als mit einem
traditionellen Choruseffekt, um einen polyphonen nachhallfreien Orchesterstimulus zu erzeu-
gen.
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Introduction

The physical model of room acoustics can be described by room acoustical parameters
defined in DIN 3382-1 (2009). The measurement of these parameters is detailed in DIN
3382-1 (2009) and only requires the necessary measurement equipment. The psycho-
logical aspect of room acoustics is an ambiguity unsolved as of today. So far there
is no scientific consensus on the definition or measurement of subjective qualities that
describe a room acoustical environment on a perceptual level.
The intrigue about the perceptual qualities of room acoustics dates back to the beginning
of the 20th century when Sabine (1906) examined the most preferred reverberation for
piano music in "moderate sized" rooms. During that time and up until the first dummy
head recordings by Plenge et al. (1969) all studies involving listening experiments on
room acoustics were elaborate in scope and had to be conducted inside the regarded
physical rooms.
The perceptual quality of Sabine’s study was the preference of a room acoustical envi-
ronment for a specific audio content. It was measured depending on the reverberation
time of the room. Sabine examined five rooms in the same building with different
volumes and absorption surfaces. In the study, five to seven test subjects listened to
live piano music in each room, while the reverberation in the rooms was changed by
adding or removing cushions, until the test subjects agreed on a "satisfactory" sound
experience. Evidently this experimental approach has various issues. To begin with,
the consensus on what constitutes "satisfactory conditions" of the room can vary be-
tween the groups of test subjects. Moreover, the amount of test subjects per room
varies from room to room and is not sufficient to provide a general rating. Furthermore
the subjective quality of preference of the individual test subjects is compromised by
the study’s focus on the consensus opinion of the group, rather than the individual. A
more precise approach would involve each test subject to undergo the experiment alone.
This would result in practical difficulties, however, as the piano musician would have
to play the audio stimuli consistently throughout all repetitions of the experiment. An
ideal experiment has to be able to be reproduced at any time. Studies using live played
audio stimuli will never be able to meet this criteria in the strictest sense. An example
for that is the study by Hawkes and Douglas (1971). Hawkes and Douglas examined a
selection of subjective qualities proposed by Beranek (1962) by having questionnaires
filled out at concerts by different auditoria. The audio stimuli were performed by full

1







State of the Art

21st century studies on subjective qualities of room acoustics have mainly been us-
ing loudspeaker arrangements for reproduction of room acoustical environments. Berg
and Rumsey (2006) examined how different recording techniques influenced the spatial
quality of an audio system. Using recordings of six different audio contents, from solo
singer to symphonic orchestra and environmental recordings, with varying 1-5 channel
microphone recording techniques to offer a wide range of the spatial dimension, the
reproduction was realized with a five channel loudspeaker arrangement, three speakers
(left, center, right) in front of the subject and two speakers to the sides positioned 110
degrees from the front axis, all speakers located in 2m distance from the subject. This
setup allows for an exploratory investigation to gather data on spatial quality, but its
ability to reproduce room acoustical environments for ground truth investigation is ques-
tionable. Pätynen et al. (2009) created a "loudspeaker orchestra" for studies of concert
halls which was tested with in-situ listening. 24 loudspeakers, consisting of three differ-
ent models of Genelec (17 x 1029A, 5 x 8030A, 2 x 1032A) were arranged approximate
to a typical symphonic orchestra in American seating. Each loudspeaker reproduced
the sound of one instrument of the orchestra. The instruments were recorded in an ane-
choic chamber, however, there were not enough recordings of the string instruments to
accurately represent a full orchestral setting, so the strings were amplified to achieve the
desired balance between the orchestral instruments. The typical blending of the sound
of multiple string players was difficult to create, due to the small amount of speakers and
lack of different string recordings. The overall impression was that the orchestra sound
was "too thin". Another difficulty consisted in the major difference of the directivity
of the loudspeakers and the directivities of the represented instruments. The in-situ
listening comments suggested the strings lacked in brightness, which was improved by
turning the loudspeakers of the strings so they faced the auditorium. These observations
indicate that a correct directivity is desired to represent the simulated instrument.

Lokki et al. (2012) further developed the loudspeaker orchestra to 33 loudspeakers in
total. This enhanced loudspeaker orchestra was utilized to measure 9 concert halls with
the same listening position to undergo an exploratory study examining subjective qual-
ities on room acoustical perception. The recording of the loudspeaker orchestra in the
concert halls was done with a 6-channel intensity probe, retrieving first order B-format
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Methods

As of today scientifically established room acoustical parameters are only of physi-
cally measurable nature and can be found in DIN 3382-1 (2009). But the physical
attributes of the room alone are not sufficient to describe the perception of room acous-
tics (Weinzierl and Vorländer (2015)). The properties of the audio content and source,
as well as the personal preference and experience of the listener have an influence on the
perceived room impression. Therefore a listening test for room acoustical perception has
to offer not only a variety of different rooms, but also various audio contents and source-
receiver constellations to be tested in these rooms. So far room acoustical studies on
psychological attributes of room acoustical perception have fallen short of being able to
test the attributes for their relation to external variables (physical attributes, personal
experience, source properties, etc), their reliability across time and individuals, their
ability to distinguish between rooms and the item difficulty of the attributes (Weinzierl
and Vorländer (2015)). In order to satisfy these demands, 35 virtually modeled rooms
were simulated, each with two source-receiver configurations, offering 70 different room
acoustical environments (Grigoriev et al. (2016)).
The following chapter describes the room simulation involving the source and receiver
positions and room selection. The calculation of the spatially smoothed and pitch
weighted directivities is presented. The choice of the anechoic audio material and a new
approach for track replication for simulation of string sections is introduced. The design
and control of the listening test is described, as well as the test procedure. Finally a
comparative study between different track replication algorithms is presented.

3.1 Simulation of the rooms

In order for the test subject to experience different room acoustics in one experimen-
tal room, an experimental setup must be created where the subject is able to listen
to the same audio content reproduced in different rooms without having to physically
move from one room to the next. Different methods using virtual acoustics have been
presented in Chapter 2. The dynamic binaural synthesis offers a highly plausible sim-
ulation of room acoustical environments (Lindau et al. (2007), Lindau and Weinzierl
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Results

This chapter presents the results of the comparative study between different replication
algorithms.

Results of the Comparative Test on Different Replication
Methods

Listening test results for all conditions and subjects are shown in Fig. 4.2 by means
and standard error for similarity to the reference signal. A Shapiro-Wilk test (Shapiro
and Wilk (1965)) showed that the ANOVA requirement of normally distributed model
residuals was not met, but a visual inspection implied that the violations occurred from
an uneven deviation of the residuals across the range of predicted values for similarity
from the ANOVA model. The residuals deviate more strongly at high similarity ratings
which can be seen in Fig. 4.1. Their clear distribution around zero with different
deviations along the predicted values of the model, indicates that the predicted model
is still valid, but high similarity ratings of subjects vary stronger within subjects. A
skewed distribution would indicate a false model altogether. Furthermore, a visual
inspection of the distribution of residuals indicates a strong similarity to a normal
distribution fit (see Fig. 4.1). Sphericity was violated for one main effect and one
interaction after Mauchly’s test. According to the measure of departure from sphericity
(ε ≤ 0.75) Greenhouse-Geisser corrections (Greenhouse and Geisser (1959)) were used
in further evaluation.

The reference signal was recognized in 97.7% of all cases. The cases of false recognition
did not correlate in any way with the listening habits or music production experience
of the subjects. The main effects, i.e. reverb, ratio and method were significant for
the perceived similarity to the reference signal (see 4.1). The method is the most
contributing effect compared to ratio and reverb. A slight increase in similarity can be
seen with rising ratio (p ≤ .003 for linear relation). The presence of reverb in the signal
offers results with higher similarity (p ≤ .044 for linear relation). The methods were
compared successively (STR to PTA, PTA to PTA impr, PTA improved to PSOLA and
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Discussion

The presented work offers a method of synthesizing polyphonic binaural stimuli for ex-
ploratory studies on room acoustical perception. Based on the work of Ackermann and
Ilse (2015) a set of 70 different virtual room acoustical environments were produced in
form of binaural room impulse responses for three different audio contents. Two mono-
phonic sources (speaker and trumpet) were simulated in 35 different modeled rooms
and one polyphonic source configuration (orchestra with 66 sources) was simulated in
25 of the 35 modeled rooms. All virtual acoustical environments were simulated for two
receiver positions.

All sources were simulated with the respective correct directivity that prior to the sim-
ulation underwent a spatial smoothing based on motion tracking data of musicians and
a pitch weighting of the directivity according to the pitch distributions of Beethoven’s
nine symphonies. To ensure no further audible interference in the auralization, the di-
rectivity was averaged for every third octave by the average energy in the third octave.
This resulted in reduced amplitudes of the directivity at higher frequencies, analogous
to a diffuse-field equalization of a microphone. The audible interferences in the aural-
ization without diffuse-field equalization seem to be caused by an incorrect referencing
of the directivity to the position of the microphone during the recording. An ideal
referencing is impossible since the precise position of the microphone is unknown and
an equalization at an incorrect point can result in drastic changes in the referenced
directivity and finally in audible artifacts similar to a notch filtering. The diffuse-field
equalization reduces these artifacts, however, to such an extent that the directivity is
heavily reduced in its dominant characteristics (i.e. protruding lobes). A different ap-
proach could be to average the directivity function over a surrounding cone area in the
recording direction, thus averaging only over the uncertainty of the recording position.

The anechoic audio material for the monophonic content for the speech stimulus and the
trumpet solo stimulus was taken from recordings of the audio communication group of
the Technical University Berlin. The preliminary anechoic recordings for the polyphonic
orchestra stumulus were taken from Vigeant et al. (2008). After elaborate editing of
the individual tracks by a sound engineer, the string section was augmented with a
novel segmentation track replication (STR) method based on the work of Pätynen et al.
(2011). The STR method divides the input signal in short segments and varies these
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Appendix

A.1 Program Coding

All MATLAB scripts, shell scripts, PureData patch, Ardour, XML, ASD and text files used in this work can
be found on attached CD-ROM. An overview over the application of the scripts is given here.

A.1.1 MATLAB code

MATLAB scripts were used for:

• the calculation of correct directivities (folder: MATLAB\1_Directivities)

• calculation of STR method (folder: MATLAB\2_STR_method)

• the development of the RAQI package for WhisPER (folder: MATLAB\3_RAQI_whisper)

All descriptions of the individual functions are given in commentary within the code.

A.1.2 SHELL scripts

Shell scripts (folder: Rendering\1_SHELL) initialize and control the rendering computer:

• Start_RAQI.sh starts JACK, audio card (hdspmixer) and PD patch

• RAQI_Session.sh prepares ASD file for the Sound Scape Renderer and XML files for the JACK Con-
nections (to change between different rooms per SSR session)

• RAQI_Run.sh starts SSR and Ardour with prepared files from RAQI_Session.sh

A.1.3 PureData

The PureData patch RAQI.pd can be found in folder: Rendering\2_PD.
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