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Eidesstattliche Erklärung

Abstract

A common technique for binaural reproduction is to convolve anechoic audio with head

related impulse responses (HRIR), thus providing the user with the spatial auditory cues

required for a realistic listening experience. Although HRIRs depend on the physical struc-

ture of the subject’s pinna, head and torso, which implies that they are different among

individuals, it is in practice not feasible to conduct individual measurements. It is therefore

necessary to re-use sets of so called non-individualized binaural transfer functions.

Degradation of the localization accuracy (i.e. constant localization offsets) and instability

of the sound sources’ location during head movements may occur as one consequence of

using non-individualized binaural transfer functions, other kinds of degradation are related

to spectral coloration. Nevertheless, relevant localization cues of the binaural dataset might

be affected in order to improve plausibility of the auditory experience.

The ITD (interaural time difference) in pairs of head related transfer functions (HRTFs) is

exploited for horizontal localization sound sources within the frequency range below ap-

prox. 1.5 kHz (Strutt 1907).

An approach to ITD individualization (see sec.1.1) will be developed. In this context, the

extraction of minimum-phase impulse responses out of HRIR has become an specially im-

portant topic on this work.
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1. Motivation

1. Motivation

Lord Rayleigh in it’s Duplex Theory of human sound localization (Strutt 1907) stated that

themost important cues for spatial hearing are the interaural level difference (ILD), caused

by shadowing on the head, torso and pinnae and the interaural time difference (ITD) being

the arrival time difference of a sound observable at left and right ears. Both cues are embed-

ded in the binaural transfer function, because it is the complete description of the acoustic

transfer paths from a sound source to the ears.

The ILD is related to localization in the median plane, and, for frequencies above ca. 1,5

kHz to localization in the horizontal plane. The ITD is more relevant in the horizontal plane

and for frequencies below 1,5 KHz(Mills 1958). Above that frequency phase ambiguities

disturb interpretation of arrival time differences in terms of a unique direction of incidence.

For the binaural synthesis those transfer functions are convolved with anechoic audio in

order to reproduce a realistic auditory experience at the listener’s ear drums.

Since ITD and ILD are closely related to physiological characteristics, the use of non-

individual HRTFs has a significant influence on the authenticity of the auralization. The

use of non-individual ILD mostly affects the tone color (timbre) but as absolute memory for

tone color is weak this arises as an issue typically only in direct comparison to real sound

fields.

Opposing to that, a non-individual ITD produces the more obvious effect of instability of

the sound sources and constant localization errors. In that case no adaption occurs and this

artifact is also noticeable without direct comparison with real sound sources.

In head-tracked (dynamic) binaural synthesis a misaligned ITD causes a displacement of

the sound sources in the same direction of the head’s movement may be perceived, if the

model’s head for the data acquisition was smaller than the user’s one, or in the opposite

direction if the model’s head was bigger (Algazi et al. 2001b).

1



1. Motivation

The purpose of this work is to asses the behavior of empirical ITDs that occur when using

a dummy-head based auralization approach. Research shall indicate solutions for the indi-

vidual customization of the ITD, as this is expected to improve the auditory experience.

1.1. Intended solution for ITD individualization

An individualization approach based on the decomposition of the binaural room impulse

responses (BRIRs) into minimum-phase impulse responses and and a variable delay line

(VDL) - equivalent to the ITD - is proposed.Minimum phase impulse responses would re-

place the original HRIRs in the convolution process, while the interaural time differences

are reinserted in form of a time delay between left and right ears, scaled by an individuali-

zed factor. Figure1.1shows a flow diagram of the model.

This approach entails several advantages which are shortly discussed in the following.

1.2. Latency reduction

Since the modified IR dataset has become shorter (the initial delay is now close to zero),

there are less samples to process at the convolution stage, thus, resulting in reduction of

latency and processing charge.

1.3. Artifact free cross-fading

The use of minimum phase IRs in the cross-fading stage avoids comb filtering (Wefers

2007) due to the addition of coherent time delayed signals, thus, improving the overall

sound quality.

1.4. Separate processing of time and spectrum

Since interaural delay and binaural spectra are handled as separate processes they can work

at different spatial resolutions. This would allow to record the head related impulse re-

2



1. Motivation

Figure 1.1.: Simplified schematic of the proposed individualization model

sponses with coarser resolution, while the temporal characteristics could be provided at a

finer resolution (i.e. by means of interpolation). This could also reduce the memory re-

quirements for the impulse responses.

1.5. Scope of this work

It has been explained that the use of non-individual HRIR/BRIRs can lead to artifacts in

binaural reproduction systems and that the individualization of the ITD would solve the

issue of sound source instability at head movements, thus, improving the listening experi-

ence. In sections1.2to 1.4further advantages of the proposed individualization model were

explained. Within this context, the present work is structured as follows:

• Chapter2 reviews the methods for the separation of temporal and spectralcharacte-

ristics on HRIRs and BRIRs from the system theory point of view.

• Chapter3 reviews some individualization approaches in the literature for binaural

synthesis using anthropometry and geometric head models. Those approaches are

though not suitable for dataset-based auralization where the ITD can not be synthe-

sized to fit a pre-defined source position but rather has to be estimated a-posteriori

from data sets.

• In order to find a method, suitable for application in the model presented on section

1.1several ITD estimation methods are covered on Chapter4 .

3



1. Motivation

• The proposed individualization model requires the extraction of minimum-phase im-

pulse responses out of the original binaural dataset. In Chapter5 two methods for the

extraction of minimum-phase impulse responses are evaluated perceptually.

• Comparisons of FABIAN’s (the head and torso simulator employed for the binaural

dataset acquisition at the Audio Communication Institute of the TU-Berlin (Lindau

2006)) ITD to that of larger empirical samples are shown on appendixA.

• A comparison with between FABIAN’s ITD and the synthetic ITD generated with

geometrical models is presented on appendixB.

• AppendixC present Matlab’s™ code for the ITD estimation method found to be most

suitable for our ITD individualization model.

• AppendixD shows the user interface developed in order to perform the listening tests

of Chapter5.

4



2. Theoretical background

2. Theoretical background

Theindividualization model of figure1.1 requires that time and spectral components of an

HRIR are treated separately. In this chapter, the theoretical background of this decomposi-

tion will be described.

2.1. Separation of binaural localization cues

Head-related transfer functions can be treated as linear time-invariant (LTI) systems. In LTI

system theory the complex frequency response of a transfer function can also be expressed

in terms of magnitude response and phase response. In the case of HRTFs, the phase can be

split in a minimum phase component and an excess-phase component.

H( jω) = |H(ω)| ·ejϕmin(ω) ·ejϕexcess(ω) (2.1)

The frequency dependent excess-phase component can also be decomposed into linear-

phase and all-pass components.

H( jω) = |H(ω)| ·ejϕmin(ω) ·ejϕlin(ω) ·ejϕall pass(ω) (2.2)

Since the sensitivity to phase spectra on humans low is (Preis 1982), the all-pass component

canbe neglected without disturbing the spatial perception (Minnaar et al. 1999) as has been

shown for HRIRs that the contained all-pass component is inaudible for most directions of

sound incidence.

H( jω) = |H(ω)| ·ejϕmin(ω) ·ejϕlin(ω) (2.3)

Moreover, the linear-phase component on equation2.3 can be replaced by a time delay

without audible consequences as long as it adequately approximates the ITD (Kulkarni et al.

1999).

Figure2.1shows an example two IRs, both having the same frequency response but differ-

ent phase responses.

5



2. Theoretical background

Figure 2.1.: Up: HRIRs with and without excess phase components. Below: frequency
response of both HRIRs. FromKulkarni et al.(1999)

The application of this theory in our model requires effective methods for the extraction

of the minimum phase impulse responses and the interaural time difference. Approaches

discussed in Chapters4 and5 are mostly based on this foundations.

6



3. Overview of individualization approaches in binaural synthesis

3. Overview of individualization approaches in

bin aural synthesis

3.1. The problem of using non-individualized HRIRs in binaural

synthesis

The use of non individual impulse responses in binaural synthesis was widely discussed in

the past years (Wenzel et al. 1988, 1993; Møller et al. 1996; Algazi et al. 1997). The most

remarkable problems can be assigned to one of two categories:

· Tone colour variation given by non-individualized ILD having different spectral

characteristics. As subjects may adapt to spectral coloration this issue might be less

critical.

· Localization errors due to a non-individual ITD, are on the contrary more disturb-

ing since they cause instability of the virtual sound sources on head tracked systems.

Algazi et al.(2001b) mentions the annoying issue of sound sources slightly moving

in the same direction as the listener’s head if the artificial head used in the data ac-

quisition had a smaller radius, or in the opposite direction if the artificial head had a

bigger radius.

As mentioned on chapter1, the manipulation of the ITD is used as framework for the ana-

lysis in this work.

3.2. Individualization using geometrical models

The need to affect the spatial cues has lead for many investigators to try to synthesize HRTFs

and relate it’s characteristics to anthropometric parameters in order to achieve individuali-

zation.

Woodworth et al.(1972) developed a formula for predicting the high frequency ITD based

on just one anthropometric parameter, the head radius and the azimuthal position of the

7



3. Overview of individualization approaches in binaural synthesis

sound source. This formula (eq.3.1) takes account of the diffraction of a plane wave

around the sphere:

ITD =
a
c
(sinθ+θ) (3.1)

a = head radius

c = speed of sound

θ = azimuth angle in [Rad]−π
2 < θ <

π
2

Larcher und Jot(1999) extended formula3.1 to include the elevation dependency of the

ITD and to cover the whole horizontal and frontal planes:

ITD =
a
c
(arcsin(cosθsinφ)+cosφsinθ) (3.2)

θ = azimuth angle in [Rad]−π < θ < π
φ = elevation angle in [Rad]−π

2 < φ <
π
2

Savioja et al.(1999) also extended Woodworth’s formula to an equation better fitting their

empirical data:

ITD =
a
c
(sinθ+θ)cosφ (3.3)

These approaches are though only applicable in dataset based binaural systems when the

position of the sound sources is known. AppendixB analyzes and compares these meth-

ods.

3.3. Individualization aided by anthropometry

All mentioned geometrical models use the head radius as individualization parameter. In

order to apply them, different methods have been proposed to derive a suitable estimation

of the head radius.

Algazi developed an empirical formula to provide an optimal head radius for its use with

Woodworth’s ITD model (Algazi et al. 2001b). Its equation is based on three anthropo-

metric measures: head width, head height and head depth (X1, X2 and X3 respectively in

8
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Figure 3.1.: Anthropometric measures used to find the optimal head radius inAlgazi et al.
(2001b).

figure 3.1).

HRTF recordings conducted for 25 subjects male and female, Caucasian and Asian were

used in this method. Least squares fitting between the measured ITD1 and the ITD pro-

duced by the Woodworth’s formula was applied delivering a model of the optimal head

radius for each subject. For predicting this optimal head radius for a subject whose HRIRs

are unknown, a three-parameter linear model was considered for regression:

aopt =W1X1+W2X2+W3X3+b[cm] (3.4)

With:

X1= head width/2

X2= head height/2

X3= head depth/2

By means of multiple linear regression of the individual optimal head radii on the 25 sub-

jects’ head-dimensions an empirical formula for predicting a generic optimal head radius

was achieved.

aopt = 0.51X1+0.019X2+0.18X3+3.2[cm] (3.5)

1Themethod for the ITD extraction used by Algazi’s research team was the onset detection. For more details
on this method see chapter4 section4.3
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3. Overview of individualization approaches in binaural synthesis

Figure 3.2.: Mapping of the average angular error of the optimalhead radius. From:
Algazi et al.(2001b).

Figure3.2shows the average angular error of the optimal head radius usingthe Woodworth-

Schlosberg formula. It should also be mentioned that no perceptual evaluation validating

this approach was presented by the researchers. Though, it can be found in the work of

Busson (Busson et al. 2005) (see figure3.3), where the method was shown to underestimate

theperceptual ITD.

3.4. Chapter’s resume

In this chapter the problem of using non-individualized binaural cues was discussed. ITD

individualization approaches based on geometrical models were also reviewed.

It has been explained that the geometrical models, derived from the Woodworth-Schlosberg

formula, require the head-radius as individualization parameter as well as the position of

the sound sources for generating the ITD. Algazi’s anthropometric method for finding an

optimal head-radius represent an enhancement on the applicability of the geometric models

and at the same time an interesting approach for relating human-head’s dimensions to the

individualized ITD.

10
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Figure 3.3.: ITD comparison: Perceptually retrieved ITD vs. ITD estimated with the
Woodworth-Schlosberg method and Algazi’s optimal head radius. Means
and standard deviations are plotted with solid lines. Dotted line represent
the ITD estimation method. Only the horizontal plane is considered. From:
Busson et al.(2005).
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It is important to remember that the position of the sound sources has to be known in order to

apply the individualization models. However, in data-based auralization the position of the

sound sources is mostly unknown. Thus, these methods are not suitable for our purposes;

but the procedure of relating anthropometric head measures to the interaural time difference

serve as inspiration for our new individualization method.

12
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4. Evaluation of ITD estimation methods

4.1. Introduction

For the system proposed on Fig.1.1 to be realized, it is important to find reliable and per-

ceptually correctITD estimation andIR decompositionmethods. This chapter evaluates

several ITD estimation methods while Chapter5 analyzes IR decomposition methods.

Within this scope, the work of Minnaar (Minnaar et al. 2000) is a good starting point as

it references several of the currently existing methods, provides graphic comparisons and

gives some insights on the applicability. On the other hand, the work of Busson (Busson et al.

2005) presents a subjective evaluation of some of the ITD estimationmethods.

Almost all methods treated in this chapter are explained in those papers. The estimation

methods considered are grouped in three categories as inBusson et al.(2005):

1. Cross-correlation methods (CC) Two methods are considered in this category:

a) Maximum of the interaural CC between left and right ears.

b) CC between HRIRs and their minimum phase representations.

2. Threshold method A time domain method based on the onset detection in the impulse

responses.

3. Phase methodsTwo methods are treated in this category:

a) Interaural group delay difference at 0 Hz.

b) Linear phase fitting.

The interaural time differences of data sets recorded with the manikin FABIAN (Lindau

2006) will be used for this analysis.
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ITDs of FABIAN, method: cross correlation 10 x Oversamplg.

Figure 4.1.: ITD extracted using the maximum of the cross-correlation method with 10x
up-sampling. Note the discontinuities at +-110◦. Data set: FABIAN’s HRTFs

4.2. Cross-correlation methods

4.2.1. Maximum of the interaural cross-correlation (MIACC)

This method consists of cross correlating the impulse responses of left and right ears with

each other and measure the time to it’s maximum. According toMills (1958) the threshold

for detection of ITD changes is approx. 10µs when the conditions are optimal. For 44100

Hz samplerate, the time difference between one sample to another is already 22µs. There-

fore, for appropriate accuracy, the HRIRs should be first up-sampled.

Figure4.1shows the results of this method for 10x up-sampling using HRIRscorrespond-

ing to the horizontal plane. At some points near -+110◦ the cross-correlation method seems

to give erratic ITD values. This are most probably due to the minor SNR of the contrala-

teral IR and the lack of coherence between ipsilateral and contralateral IR at those angles

(Busson et al. 2005).
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Figure 4.2.: High degree of coherence of an HRIR with its minimumphase version (left
ear). FromNam et al.(2008)

4.2.2. Cross Correlation with minimum phase impulse responses

Nam et al.(2008) showed that for the vast majority of HRIRs, the correlation between an

impulse response and its minimum phase representation is over 0.9 (see Fig.4.2). Thus,

finding the times until maximum of this type of cross-correlation for left and right HRTFs

and subtracting them from each other gives us the ITD.

Figure4.3shows an ITD estimation example.

Themethod presents also discontinuities (around +- 50◦ to 130◦). It also requires a lot of

processing time because the extraction of the minimum phase impulse responses and the

cross-correlation, are both realized with up-sampled IRs. BRIRs of large rooms which al-

ready consist on large vectors become problematic in this sense.

Subjective evaluation of the MAICC when applied on HRIRs can be found in the work of

Busson et al.2 Figure4.4shows that this ITD estimation method fits between the standard

deviations of the subjective ITD. Thus, it might be perceptually appropriate.

2On that listening test, an auralization unit consisting on a minimum phase IR and a pure delay was employed
to generate the perceptual ITD. On the experiment the subjects had to match the delay (with 22µs of reso-
lution) until it resembles the reference (auralization using the own raw HRIR). At the end the estimations
methods were compared to the generated perceptual ITD. For more details seeBusson et al.(2005).
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ITDs of FABIAN method: Cross correlation of HRIRs with their own minimum phase Rs (Nam2008)

Figure 4.3.: ITD estimation by cross-correlation of HRIRs with their minimum phase ver-
sions. Note the discontinuities around the ipsilateral and contralateral azimuth
angles. Data set: HRTFs FABIAN

Figure 4.4.: Subjective ITD vs. ITD extracted with the IACC method. Means of subjects
answers and standard deviations are plotted with continuous lines. Dotted line
represent the ITD estimation method. Only the horizontal plane is considered.
FromBusson et al.(2005).
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Figure 4.5.: Means of absolute errors between subjective ITD and ITD extracted with the
IACC method as a function of azimuth angle. FromBusson et al.(2005).

Theestimation error in [µs], as a function of azimuth angle computed according equation

4.1 is plotted on figure4.5. The maximum (100µs) takes place at 255◦.

EC(θ) =
1
N

N

∑
i=1

|ITDpsych(θ, i)− ÎTD(θ, i)| (4.1)

where:

ITDpsychis the psychoacoustic ITD and̂ITD the estimated ITD.

θ is the azimuth angle andi,N are subject number and amount of subjects (N= 11)respectively.

4.3. Onset detection

This method, also known as edge detection, measures the time in samples up to a given

threshold in the left and right onsets of the binaural IRs (ie. 10% of the peak inMinnaar et al.

(2000)). The ITD equals the difference between the times found.
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ITDs of FABIAN method: Onset detection 10 x Oversampling.

Figure 4.6.: ITD extracted using the onset detection method with 10x up-sampling, thres-
hold -3dB. Data set: FABIAN’s HRIRs

Figure4.6shows an ITD estimation example. The IRs should be up-sampled for appropri-

ate accuracy.

Visual inspection of the data set should help finding an appropriate threshold. The ITD

in BRIRs is reliably detected when using thresholds of -20 to -40 dB of the maximum

peak.3 In figure4.7 the onsets of two HRIRs data sets are plotted. Note the differentonset

characteristics.

This estimation method performs quite fast and robust but it depends on the chosen thres-

hold, thus not all all-pass components can be extracted with it.4.

Theperformance of this method compared to the perceptual ITD can be seen on figure4.8.

As for the previous method the estimation fits best to the perceptual ITD. This method might

be suitable for our individualization model too.

The estimate error as a function of the azimuth angle (equation4.1) can be read in figure

4.9. At 105◦ the error reaches 80µs, its maximum value.

3In appendixC the Matlab™ code for computing the ITD with the edge detection method can be found
4Minnaar et al.(2000) mentions that all-pass components might be audible if they arelarger than 30µs. On

Chapter5 the subjective performance of this method will be analyzed.
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Figure 4.9.: Means of absolute errors between subjective ITD and ITD extracted with the
edge detection method as a function of azimuth angle. FromBusson et al.
(2005).

4.4. Phase methods

4.4.1. Interaural group delay difference at 0Hz, (IGD 0)

As explained in Chapter2, a HRTF can be decomposed in minimum-phase and excess

phase component. Here, the ITD is the interaural group delay difference of the excess

phase components evaluated at 0Hz.

In the work ofMinnaar et al.(2000) four methods for achieving this task are briefly descri-

bed. The method we have chosen is based on the following steps:

a) Calculate the group delay of an HRTF pair and the group delay of it’s minimum phase

representation5.

b) Subtract them from each other to obtain the group delay of the excess phase components.

c) The difference between the values obtained for left and right ears (the interaural group

5Minnaar et al.(2000) computes first the unwrapped phase response of the original impulse response and
subtracts from it the unwrapped phase of the minimum phase impulse response. Applying the derivative
(gradient), the group delay of the excess component is found. In our approach the group delays are computed
using Matlab’sgrpdelay function.
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ITDs of FABIAN method: Interaural group delay difference at 0Hz achieved with fitting over215 and1421 Hz and extrapolation.

Figure 4.10.: ITD estimation using the interaural group delay difference at 0 Hz. Data be-
tween 215 and 1421 Hz used for extrapolation. Data set: FABIAN’s HRTFs

delay difference) evaluated at 0 Hz is the ITD.

However as binaural data sets are recorded using real electro acoustical transducers (loud-

speakers and microphones) as well as AD converters utilizing DC-blockage, thus, not pro-

viding any useful information at 0 Hz (DC). One approach to overcome this problem is to

employ extrapolation using as reference data of a frequency range below 1,5 kHz, where

according toMinnaar et al.(2000) the group delay should be almost constant.

Fig. 4.10shows an ITD estimation example where a frequency range of 215 Hzto 1421 Hz

is used for the extrapolation. This method has the disadvantage of being highly dependent

on the frequency range chosen and requires a lot of computation time with longer impulse

responses.

4.4.2. Phase delay fitting

This method was first proposed onJot et al.(1995), it assumes that the excess phase of an

HRTF is a linear function of frequency until 8 to 10 kHz. Since the all-pass components

on a HRTF can be replaced with a pure delay, this delay can be calculated by fitting a
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ITDs of FABIAN method: Linear phase fitting. A mean of10 frequency points used (86 −517 Hz)

Figure 4.11.: ITD estimation using phase delay fitting. Data between 83 and 500 Hz was
used for fitting. Data set: FABIAN’s HRTFs

linear curve on the excess-phase response between 1 kHz and 5 kHz for left and right ears

and computing the difference.Huopaniemi und Smith(1999) proposed another frequency

range, 500 Hz to 2 KHz. WhileMinnaar et al.(2000) states that the phase can only be linear

as afunction of frequency for frequencies below 1.5 KHz.

Figure4.11shows an ITD estimation example.

Theperceptual performance of Jot’s method according toBusson et al.(2005) tells us that

theestimation fits well at almost all frequencies except at lateral locations (see figure4.12),

where it departs from the subjective values more strongly than the IACC and Edge Detec-

tion methods.

In figure4.13this aspect can clearly be seen. The error as a function of azimuth reaches as

much as 200µs for 105◦ and 255◦.

On figure4.14 the group delays of left and right HRTFs are plotted as an exampleof the

critical role on the frequency range selection of the phase methods discussed in this section.

Note the non-constant characteristic of the group delays.
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Figure 4.12.: Subjective ITD vs. ITD extracted with the Linear Phase Fitting method.
Means of subjects answers and standard deviations are plotted with continuous
lines. Dotted line represent the ITD estimation method. Only the horizontal
plane is considered. FromBusson et al.(2005).

Figure 4.13.: Means of absolute errors between subjective ITD and ITD extracted with the
linear phase fitting method as a function of azimuth angle. FromBusson et al.
(2005).
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5. Perceptual evaluation of HRIR decomposition

meth ods

The individualization model introduced on Chapter1 is based on the decomposition of

the HRIRs intoa variable delay line simulating the ITD and twominimum phase IRs

replacing the left and right ears BRIRs.

A suitable ITD estimation method was discussed already in Chapter4.

In this chapter two methods for the extraction of minimum phase impulse responses6 from

HRIRs will be analyzed perceptually. According to Julius O.Smith, Hilbert minimum-

phase filters compared to causal signals having the same amplitude response, have faster

decay as their energy is maximally concentrated towards the beginning (time→ zero). The

perceptual result of this aspect is an important topic in this analysis.

The methods for HRIR decomposition assessed in this chapter are:

• Hilbert transformation based method (Oppenheim et al. 1999) also known as Kol-

mogorov method of spectral factorization. Obtained using Matlab’s™ rceps function.

Matlab’s™ algorithm finds first the real cepstrum of the input signal as:

y = real(ifft(log(abs(fft(x)))));

The minimum phase impulse response is computed after windowing in the cepstral

domain.

window = [1;2*ones(n/2-1,1);ones(1-rem(n,2),1);zeros(n/2-1,1)];

min_phase = real(ifft(exp(fft(window.*y))));

• Threshold method, consists in extracting the impulse response starting at the ITD

detection spot7. For better accuracy the ITD estimation and the decomposition are

realized with 10x up-sampled HRIRs. Note that this method does not extract all all-

pass components, thus, the extracted IRs are indeed quasi minimum phase impulse

responses. This aspect is though not critical as long as the remaining all-pass compo-

nents are kept mostly below 30µs (Minnaar et al. 2000).

6A minimum-phase filter is a filter that contains all it’s poles and zeros inside the unit circle|z| = 1
(Oppenheim et al. 1999, on pg. 281).

7Using the onset detection as ITD estimation method
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5.1. Comparison of ear-weighted minimum phase impulse

responses

In order to visually assess perceptual differences between Hilbert minimum-phase IRs and

onset minimum-phase IRs, comparisons in different room sizes and IR lengths were realized

after applying a weighting on the time signal simulating the inertial behavior of the ear (see

Weinzierl 2008, chap. 5). (using 25 ms integration window).

TheHilbert minimum-phase IRs were first zero padded to double length to avoid circular

convolution artifacts.

Three rooms of either big, medium and small volumes were considered:

• Audimax hall at the TU-Berlin (volume 8500m3).

• TU - Berlin lecture hall H104 (volume 3000m3).

• TU - Berlin small Electronic Studio (volume 230m3).

The results are displayed on figures5.1 to 5.3 in form of amplitude plots, and energy time

curves.

Besides for room H104, only minor differences among the two methods are visible using

this approach. Note that in this section the temporal behavior of the two methods were

compared.

5.2. ABX listening test: Minimum-phase impulse responses

(Hilbert method) vs original impulse responses

In order to assess if perceptual differences between the Hilbert minimum phase IRs and the

original HRIRs can be detected, an ABX listening test was conducted. ABX tests allow

to assess whether discrimination between two samples is possible (performance better than

chance).

In this listening test the hypothesis ("no audible difference existing") was ourH0 research

hypothesis. As theH0 cannot be proved directly in inferential statistic tests, instead, on tries

to neglect a rather small-effect-sizeH1, indirectly supporting theH0 if a small effect can be

shown to be absent (Leventhal 1986).

10 subjects participated on the test. Each of them had to listen 14 times to each stimulus,

resulting in 42 decisions per subject.
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Figure 5.6.: Results of ABX hearing test of minimum-phase IRs (extracted with the onset
detection method) vs. original impulse responses.

Figure 5.6 shows the results of this test. None of the subjects was able to reach the 31

correct decisions. This approach can practically be considered as not having obvious audible

consequences.

5.4. Chapter’s Resume

Two methods for decomposition of HRIRs into minimum-phase impulse responses were

quantitatively and perceptually analyzed on this chapter: The onset detection method and

the Hilbert transformation based approach.

It has been found that the onset detection offers the best results since it does not introduce

artifacts to the impulse responses and the proposed manipulation can be considered as not

audible.

The Hilbert transform method on the contrary introduces very noticeable artifacts to the

impulse responses and convolved audio-content. Moreover, this method should be not used

for auralization purposes since it might degrade the plausibility of the virtual acoustical

environment by distorting the original spatial dimensions.
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A. Comparison of FABIAN’s ITD with ITDs from public

HRTF databases

In this appendix results of comparisons between the ITD of the head and torso simulator

(HATS) FABIAN10 and the ITD values extracted of public HRTF databases are presented.

As in earlier investigations using the FABIAN HATS’ BRIRs there was a tendency to report

artifacts related to the ITD being too large (source movement opposed to head movement

on head-tracked systems) it is the aim of this comparison to assess whether there are sys-

tematic differences in size of the ITD of FABIAN with respect to the average ITD of public

databases.

The method used for the ITD detection was onset detection (see sec.4.3) as this method

provided the best performance. The following HRTF databases were taken into account:

CIPIC from the CIPIC Interface Laboratory from the University of California Davis, U.S.A.

The database includes 1250 measurements of head-related impulse response pairs for

each of 43 subjects (27 male, 16 female). These measurements were recorded at 25

different azimuths and 50 different elevations (Algazi et al. 2001a).

IRCAM from the Institut de Recherche et Coordination Acoustique/Musique Paris, France.

Database with HRTFs from 52 subjects, males and females measured on 24 azimuths

and 10 elevations (IRCAM).

AAL BORG from the Acoustics Laboratory Aalborg, Denmark. This database is not avail-

able for the public, but the mean ITD of 70 subjects among 16 azimuths can be read

from plots published onMinnaar et al.(2000).

NAGOYA from the Nagoya University, Japan. This database has HRTFs of 100 subjects

males and females measured on 72 azimuths (Elevation = 0◦) (Nagoya)

10FABIAN’s HRTF dataset was recorded at the anechoic chamber of the TU-Berlin. Only horizontal plane was
considered (Elevation = 0◦).
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A. Comparison of FABIAN’s ITD with ITDs from public HRTF databases

Figure A.1.: Experimental setup for the HRTF acquisition at CIPIC. SourceAlgazi et al.
(1999)

A.1. FABIAN vs. CIPIC HRTF database.

A.1.1. Experimental setup at CIPIC

For the dataset acquisition at CIPIC the subject was seated in the center of a 1 m radius

hoop whose center were aligned with the subject’s interaural axis. A Bose Acoustimass

loudspeaker with 5.8 cm cone radius was situated at various positions along the hoop. (see

Fig. A.1).

The subjects head movements were not restricted. Datasets of subjects containing abrupt

changes in ITD due to small head movements were excluded. The subjects ear canals were

blocked and Etymotic Research ER-7C probe microphones were used to pick up Golay code

sequences for impulse response measurement.

The samplerate used was 44100 with 16 bits quantization. A modified Hanning window

was applied to the raw HRIR measurements to remove room reflections, and the results

were free-field compensated to correct for the spectral characteristics of the transducers.

The length of each HRIR is 200 samples.
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A. Comparison of FABIAN’s ITD with ITDs from public HRTF databases

Figure A.2.: ITD of FABIAN vs. mean and standard deviation of theCIPIC database.

A.1.2. Results

Fig. A.2 shows the mean and the standard deviation of the CIPIC database.It can clearly be

seen that FABIAN has a slightly bigger ITD as CIPIC’s mean, this is though not surprising

because the CIPIC database contains data of male (60%) and female (40%) subjects where

the latter, on average, exhibit a smaller head size.

Near the +/- 90◦ region the standard deviation increases, possibly due to the small ampli-

tude of the contra-lateral impulse response making it harder to find an appropriate ITD11.

However, FABIAN’s ITD remain within the standard deviation ranges at all angles.

A.2. FABIAN vs. IRCAM’s HRTF database

A.2.1. Experimental setup at IRCAM

The IRCAM measurements were realized in an anechoic room (8.1 x 6.2 x 6.45 = 324m3).

The walls of the room were covered with 1.1 m glass wool wedges absorbing sound waves

above 75 Hz (see Fig.A.4). The loudspeaker was attached to a crane whose position was

11Seesection4.3
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A. Comparison of FABIAN’s ITD with ITDs from public HRTF databases

Figure A.4.: Experimental setup for the dataset acquisition atIRCAM. SourceIRCAM

Here again the ITD of FABIAN fits in the standard deviation rangesat all angles. The mean

of the database seems be almost identical FABIAN’s ITD for the azimuth range of−80◦ to

+80◦ and slightly bigger for other angles. This is also not surprising because this database

has 37% female subjects.

On the polar plot of fig.A.6 we see the biggest differences between 80◦ to 120◦ and−80◦

to−120◦.

A.3. FABIAN vs. Alborg’s HRTF database

The ITD mean values of the 70 subjects12 of this database were extracted from a publication

of the Aalborg Institute (seeMinnaar et al. 2000, page 13). 30 datasets were recorded while

thesubjects were seated, the remaining 40 while they were standing. The spatial resolution

was 22.5◦. There is no published information about further details of the data acquisition.

12Theamount of male and female subjects was not published
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A. Comparison of FABIAN’s ITD with ITDs from public HRTF databases

Figure A.8.: Experimental setup for the database acquisition at the Nagoya University.
Source (Nagoya)

available as double precision numbers in ASCII format (.dat files).

The spatial resolution of the database was 5◦ covering 360◦ azimuth. Elevation data is not

available for this amount of subjects.

A.5. Results

The big standard deviations on the database ITDs is an indication for imprecise recordings

(see figureA.9). Especially close to the left and right 90◦ angles, the deviation were larger

than 200µsec.

The ITD of FABIAN is bigger as the Nagoya’s mean, but is still within the standard devi-

ations at all azimuth angles except for 105◦ and−105◦. The polar plot of the mean ITDs

(fig. A.10) reveals also this aspect and a counter-clockwise rotational offset.
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A. Comparison of FABIAN’s ITD with ITDs from public HRTF databases

A.6. Chapter’s Resume

The interaural time differences of 4 HRTF databases were extracted using the edge detec-

tion method. The mean of the extracted values were compared with FABIAN’s ITD.

The artificial head’s ITD was shown to be within the standard deviations at almost all angles

except for the Aalborg dataset where the HRTFs are not available to the public and the ITD

were read from a publication’s plot, thus, no standard deviations are available. The HRTFs

from the Nagoya University, shown to contain deviations/errors which probably can be

assigned to measurements errors, thus preventing us from making valid judgments based on

these data.

IRCAM’s HRTF database seem to be have the most consistent data, possibly because of:

• Using a head tracking system for triggering the recordings, thus recording only when

the subject head’s stays at the correct position.

• Controlling the step by step motors with a sensory aided feedback system. Such a

highly motion-controlled system seems recommendable when measuring HRTFs.
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B. Comparison of the ITD synthesized from

geometrical models

The previous appendix compared FABIAN’s ITD with the ITD of empirical datasets. In this

chapter FABIAN’s ITD will be compared to ITD’s generated with the help of geometrical

models.

This analysis can be of interest for this reasons:

• The use of anthropometry for the individualized ITD generation can be compared

with FABIAN’s estimated ITD following the approach ofAlgazi et al. (2001b) in

order to prove the suitability of a regression model to be used for ITD prediction/in-

dividualization.

• With the help of geometric models the elevation dependency of the ITD can be easily

assessed visually.

• In the individualization model discussed in chapter1 (section1.1fig. 1.1) theITD(θ,φ)
is a function of the head’s position given by azimuth and elevation. In the special case

of sound sources with known position, the ITD could be easily synthesized using a

geometric model.14

In section3.3 an individualization method using an optimal head radius was discussed.

Applying FABIAN’s head dimensions on equation3.5 the optimal head radiusaopt for the

HATS FABIAN was determined:

aopt = 0.51·(0.0790m)+0.019·(0.1245m)+0.18·(0.0995m)+0.032= 0.0926[m] (B.1)

In this chapter FABIAN’saopt will be used as head radius.

14With empiric BRIR datasets the position is mostly unknown
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B. Comparison of the ITD synthesized from geometrical models

B.1. Extracted ITD vs. Woodworth- Schlosberg ’s geometric

mod el

The Woodworth-Schlosberg Formula (eq.3.1) applied to FABIAN’s optimal head radius

aopt gives the ITD of figureB.1. Both ITDs seem to be very close to each other. Note that

theWoodworth-Schlosberg equation is defined only for an azimuth range of−90◦ to 90◦.

As this model relies on a spherical head model symmetry is assumed.

In order to quantify the perceptual performance, the absolute ITD difference was calcu-

lated.

According toMinnaar et al.(2000) ITD differences start being audible at around 30µ se-

conds. FigureB.2 shows that the maximum difference between FABIAN’s ITD and the

geometric model ITD reaches values of more than 35µs. Therefore the model could still

replace the ITD extracted with the onset detection method without audible consequences.

However as already discussed on Chapter3 the subjective study of (Busson et al. 2005)

mentions that Algazi’s approach underestimates the subjective ITD although the onset ex-

tracted ITD (percepetively best ITD estimator in Busson) and the Algazi-model are very

close in the case of FABIAN.

Another interesting aspect on figureB.2 is that the absolute ITD difference is not symme-

trical. This could be related to a systematic error at the dataset acquisition, the extraction

method, and/or asymmetries in the artificial head’s dimensions.15

B.2. Modelling the influence of distance and source elevation on

the ITD

In order to assess the influence of the distance to the ITD, the results of a simple calculation

of the time arrival difference between two points for -60◦ to 90◦ elevations and 0.5 to 100

m distances are displayed in figureB.3.

Every sinusoid curve generated this way represent a given elevation at 200 steps of distance.

It can clearly be seen that above 0.5m the distance of the source has no influence on the time

arrival difference. It has to be stated though that this model does not take into account a real

head’s frequency-dependent diffraction it shall only serve to demonstrate, that a) distance

15On (Busson et al. 2005) the subjective ITD is never symmetric.
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B. Comparison of the ITD synthesized from geometrical models

Figure B.1.: ITD of FABIAN compared to the ITD generated by the Woodworth-Schlosberg
formula
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Figure B.2.: Absolute difference between the extracted ITD of FABIAN (method: edge de-
tection w. oversampling) and Woodworth-Schlosberg’s geometric model. Only
horizontal plane.
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Figure B.3.: Arrival time difference at two receivers for different distances and elevations.

nearly plays no role at above 1 m and that b) elevation can not be neglected in characterizing

the ITD related to a certain sound source.

B.3. Performance of the geometric ITD models regarding

elevation

The Algazi model does not consider elevation. But as the influence of elevation could be

clearly shown in the last section, improved versions of the Woodworth-Schlosberg formula

were assessed and compared to ITD derived from FABIAN HRTFs from different eleva-

tions.

The optimal head radius according Algazi (eq.3.4) was used in Larcher’s (eq.3.2) and

Savioja’s (eq.3.3) equations to synthesize the ITD for various elevations. To counteract the

current unavailability of 360◦ azimuth HRTFs at different elevations of the HATS FABIAN,

a dataset with the same dummy-head was used (see figureB.4).

This dataset (Moldrzyk et al. 2004) was recorded with 0.5◦ azimuth resolution and 5◦ ele-

vation at the Institute of Technical Acoustics of the RWTH Aachen.
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B. Comparison of the ITD synthesized from geometrical models

Figure B.4.: Moldzdryk’s dummy head (Moldrzyk et al. 2004) and FABIAN (Lindau 2006).
Both artificial heads were molded from the same individual’s head.

B.3.1. Larcher’s geometric model

Equation3.2was applied over a range of 360◦ in azimuth and 30◦, 60◦ and 90◦ elevation on

figureB.5 and−60◦, −30◦ and 0◦ elevation on figureB.6.

Theclosest similarities are found at 60◦. The absolute ITD difference is shown on figure

B.7. Once again the differences are far beyond Mills’ 10µs jnd and Minnaar’s 30µs jnd, but

despite that the model is able to synthesize the overall ITD variation fairly well.

B.3.2. Savioja’s geometric model

Equation3.3 was applied in the same ranges as for Larcher’s equation (see figs. B.8,

B.9). Comparing to Larcher’s equation the performance of Savioja’s geometric model was

slightly inferior. Discrepancies between extracted vs. synthetic ITD can clearly be seen on

figureB.10, where the absolute ITD difference reaches values of more than 120µs.
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Figure B.5.: ITD of Moldzryk dataset compared to the ITD generated by the Larcher for-
mula for 30◦, 60◦ and 90◦ elevation

Figure B.6.: ITD of Moldzryk dataset compared to the ITD generated by the Larcher for-
mula for−60◦, −30◦ and 0◦ elevations
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Figure B.7.: Absolute ITD difference between Moldzryk datasetand the ITD generated by
the Larcher formula for different elevations (-60◦ to 90◦) and azimuth angles
(-180◦ to 180◦)

Figure B.8.: ITD of Moldzryk dataset compared to the ITD generated by the Savioja for-
mula for 30◦, 60◦ and 90◦ elevation
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Figure B.9.: ITD of Moldzryk dataset compared to the ITD generated by the Savioja for-
mula for−60◦, −30◦ and 0◦ elevation
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Figure B.10.: Absolute ITD difference between Moldzryk dataset and the ITD generated by
the Savioja formula for different elevations (-60◦ to 90◦) and azimuth angles
(-180◦ to 180◦)
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B.4. Chapter’s Resume

In this chapter the performance of the geometric models for ITD synthesis were analyzed

and compared with the extracted ITD from datasets using onset detection as estimation

method and the optimal head radiusaopt described onAlgazi et al.(2001b).

The spherical head models seem to provide a fairly good approximation of the ITD. The

equations including elevation showed a similar fit for positive elevation angles, while nega-

tive elevation was worse for both formulas.

The influence of the source distance on the arrival time difference between two points was

also found to be irrelevant above a distance of 0.5m while neglecting the head diffraction.

It has been clearly verified that elevation plays a role in the ITD. The "azimuthal-only"

Woodworth-Schlosberg model was shown to be insufficient for full sphere ITD synthesis.
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C. Matlab code for extracting the ITD with the onset detection method

C. Matlab code for extracting the ITD with the onset

detection method

1 function[ itd ] = OnSetItd( left , right ,onset_threshold_dB, fs ,up)

2 % Funtion to calculate the ITD with detection of Onsets

3 % Input parameters are IR vectors left and right , the onset threshold in

4 % dB, the sample frequency and the upsampling factor that the IRshave.

5 %

6 tauUp= 1/(up* fs) ;

7 % calculate linear onset threshold from dB value

8 onset_threshold=10^(onset_threshold_dB/20) ;

9

10 % find peaks and compute the sample position : Left

11 [maxLeft, iLeft ] = max( left ) ;

12 kL = 0;

13

14 while kL ≤ iLeft

15 kL = kL +1;

16 if abs( left (kL)) > abs(maxLeft* onset_threshold)

17 break;

18 end;

19

20 end

21 if kL == 0,

22 fprintf ( ' Error #1 Left : Problem finding the onset \n ') ;

23 kL = 1;

24 end

25

26 % find peaks and compute the sample position : Right

27 [maxRight,iRight] = max(right) ;

28 kR = 0;
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C. Matlab code for extracting the ITD with the onset detection method

29

30 while kR ≤ iRight

31 kR = kR + 1;

32 if abs( right (kR)) > abs(maxRight*onset_threshold)

33 break;

34 end;

35 end

36 if kR == 0,

37 fprintf ( ' Error #1 Right : Problem finding the onset \n ') ;

38 kR = 1;

39 end

40

41 % calculate the ITD in seconds instead of samples

42 itd = (kL−kR)* tauUp;
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D. Screenshots of the ABX software

D. Screenshots of the ABX software

In order to conduct the listening tests explained on Chapter5, an ABX-test software was

developed as a standalone C++ application. This software was able to fulfill all test require-

ments with no constraints.

FigureD.1 shows the graphical user interface that the subjects operate.

Figure D.1.: Screenshot of the user interface of the ABX-test software especially developed
for the listening tests of Chapter5
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